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1. INTRODUCTION 

Adaptive signal processing attempts to design systems that adapt to the 

operating environments.   

 

 A commonly used structure 
consists of an adaptive linear 
combiner with input x(n) and 
output y(n). 

 The weights or coefficients are 
variable. 

Fig. 1 Basic elements in a single-input, performance-feedback adaptive system. 

�

�

� The weights are adjusted continuously, by means of an adaptive 

algorithm, to minimize some measure of the error,  

)()()( nyndne −= ,           (1-1) 

  between the desired response, , and the system response, . )(nd )(ny
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Applications 
 

The followings are some applications of the basic adaptive structure: 
 

1. Adaptive Modeling or system Identification 

 

 

Forward modeling Backward modeling 

� By minimizing the averaged error between the outputs of the unknown 

system and the linear combiner, the linear combiner can be viewed as 

an approximation of the target system. 
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2. Adaptive Interference Cancellation. 

 

The signal sk is assumed 

to be corrupted by 

additive noise/interference 

nk. 

� 

 

�

�

�

 If a correlated version of the noise/interference n’k is available, the 

linear combiner can be used to transform n’k to approximate and 

hence suppress nk. 

 

 The correlated noise n’k must not contain a correlated component of 

sk. Otherwise, the signal component will also be cancelled.   

 

 Applications include suppressing interference in medical applications, 

adaptive beamformers, multiuser detection, etc. 
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3. Adaptive Prediction 

 
 

(a) unrealisable form (b) realisable form 

 

� If d(k) is chosen as )( ∆+ks , we are predicting the future inputs from 

the past inputs, i.e. forwards linear prediction. 

� For causal implementation, the input is delayed by ∆  so that d(n) is 

equal to )(ks . 

� There are many other applications of these basis configurations. 
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2. MINIMIUM MEAN-SQUARE-ERROR CRITERION 

�

�

�

�

 A commonly used error measure is the Mean-Square-Error (MSE), 

  ]))([( 2neE

 Close form formula is available if the filter is linear.   The expectation 

means that the averaged least squares error is minimized, which helps 

to tolerate additive noise and modelling errors. 

 The signals involved in an adaptive system are usually non-stationary 

(slowly time-varying), with the system adapting to changing signal 

conditions.  Before developing the basic theory, it is useful to assume 

temporarily that the signals are stationary.   

 The MSE is given by: 

                     
)].()([2]))([(]))([(

]))()([(]))([(

22

22

nyndEnyEndE

nyndEneEMSE

−+=

−==
(2-1) 
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FIR/IIR FILTERS? 

� 

� 

W(z) is usually an FIR filter because adaptation using IIR filters are 

complicated by the two factors: 

1. Unconstrained poles can move outside the unit circle during 

adaptation, causing instability. 

2. The error surface can have flat areas and local minima, making 

gradient search techniques unreliable. 
 

For an FIR filter with length L,  
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where  

)]()([),( indnxEinrxd +=

)(nd ()([),( nxnxEinrxx

 is the cross-correlation between  and 

, 

)(nx

)]i+=  is the auto-correlation of .   )(nx
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THE NORMAL EQUATION 
 

� For wide-sense stationary signal, the second order statistics are 

independent of time shifts, i.e. independent of the variable n.  

Therefore,  

                  )(),( iriinr dxdx =− , and )(),( irinr xxxx = .  (2-3) 

The MSE is a quadratic function in the filter coefficient.   
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The optimum filter coefficients are unique and are obtained by setting 

the gradient )(MSEW∇  to zero.   
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where 
T

Lwww ][ 110 −= LW ,  

 
T

dxdxdx Lrrr )]1()1()0([ −= LP ,  

and )(][ , nmrxxnm −=R ,  

nm,][A  is the (m,n) element of matrix  .   A

The optimal solution is governed by the “normal equation” 

                    , PRW = (2-6) 

and the solution and minimum MSE are given respectively by 

                    PRW
1= −

opt  , (2-7) 

and     optddrMSE WP
T

min )0()( −= . (2-8) 
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ESTIMATING R AND P 

� R  and  are usually unknown in prior and they have to be estimated 

from the input  and the desired signal .   

P

)(nx )(nd

Since the ensemble averages � 

)]()([)( indnxEnrxd +=  and )]()([)( inxnxEirxx += ,  

are difficult to estimate (the probability density function (pdf) of 

stochastic processes  and  are usually unknown in advance), 

they are usually replaced by time averages.  That is, they are 

assumed to be ergodic. 

)(nx )(nd

)()()1()()()(
1

nnniin T
n

i

Tin
XXRXXR +−==∑

=

− λλ  (2.8a) 
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− λλ  (2.8b) 
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where , and TLnxnxnxn )]1()1()([)( −−−= LX λ  is a positive 

number called forgetting factor having a value between 0 and 1.    
 

The value of  λ  is usually chosen to be close to one, say 0.97, to 

allow the system to adapt to non-stationary conditions (e.g. when the 

system changes slowly with time).   

� 

The weight vector at the (n+1) th time instant is  � 

                    )()(=)( 1 nnn PRW
−

 (2.9) 

Solving this equation requires  arithmetic operations and is 

prohibitively for real-time operations.   

)( 3LO
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They are usually solved iteratively using different adaptive filtering 

algorithms (LMS, RLS algorithms).  They differ in arithmetic 

complexity per iteration, initial convergence speed, steady state 

error, response to sudden system change, and tracking slowly 

varying systems. 
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3. THE LMS ALGORITHM 

� The LMS algorithm is based on the method of steepest descent.   

One begins with an arbitrarily chosen coefficient vector say .  

Each tap coefficient is changed in the direction opposite to its 

corresponding gradient component in the gradient vector 

)0(W

)(ng , which 

is the derivative of the MSE with respect to the filter coefficients.   

                    )()()1( nnWnW g⋅′−=+ µ  (3.1) 

where µ ′  is a step-size parameter.  In the LMS algorithm, )(ng  is 

estimated continuously.  A commonly used method is to approximate 

the MSE by the instantaneous error  

                     22 ))()()(())(( nnndneMSE T
XW−=≈ (3.2) 
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Thus, the estimated gradient is  

)()(2)()(2))(()(ˆ 2 nnenenenen Xg WW −=∇⋅=∇=  (3.3) 

The LMS or stochastic gradient algorithm is given by 

                    )()()()1( nnenn XWW ⋅+=+ µ  (3.4) 

 

The value of µ  ( µ ′= 2 ) controls the initial convergence rate (see Section 

5) and the steady state error of the algorithm.   

 

� It can be shown similarly that for complex signal, the LMS algorithm is 

given by 

                    )(*)()()1( nnenn XWW ⋅+=+ µ  (3.5) 

where * denotes complex conjugate.   
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4. THE RECURSIVE LEAST SQUARE (RLS) ALGORITHM 

In the RLS algorithm, instead of calculating the matrix inverse )(1 n−
R  of 

)(nR  at each iteration, it is computed recursively from that of )1( −nR , 

which is related to )(nR  by   

                    . )()()1()()()(
1

nnniin T
n

i

Tin
XXRXXR +−==∑

=

− λλ (4.1) 

It makes use of the following matrix inversion formula 

                    ( ) 







⋅+
⋅

−=⋅+ −

−
−−

xAy

Axy
IAxyA

1

1
11

1 T

T
T

β
ββ  (4.2) 

where x  and y  are column vectors of dimension )1( ×L ,  is any non-

singular matrix of dimension 

A

)( LL× , and β   is a constant. 

Letting AR λ=− )1(n , )(nXyx == , and 1=β , we have 
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                    )1())()(()( 111 −⋅−= −−− nnnn T
RXKIR λ  (4.3) 

where )(nK  is the Kalman gain vector given by 

                    
)()1()(

)()1(
)(

1

1

nnn

nn
n

T
XRX

XR
K

−+
−

= −

−

λ
. (4.4) 

� The filter coefficient at the (n+1) th time instant is 

         )()(=)( 1 nnn PRW
−

               )]()()1()[1()]()([= 11- nndnnnn T
XPRXKI +−−⋅− − λλ  

               )1()1(= 1 −−− nn PR  )1()1()()( 1 −−− − nnnn T
PRXK  

                          )()1()( 11- nnnd XR −+ −λ  

                              )()1()()()( 11- nnnnnd T
XRXK −− −λ  

              )1(= −nW  )1()()( −− nnn T
WXK  

                          )]()1()()()()1()[( 111- nnnnnnnd T
XRXKXR −−−+ −−λ .

(4.5) 
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Here we have used the fact that .  Using the 

identity in (4.4), we also have 

)1()1(=)1( 1 −−− − nnn PRW

            )()1()()()()1()( 11 nnnnnnn T
XRXKXRK −−−= −−λ . (4.6) 

Substituting (4.6) into (4.5), one gets 

         )1(=)( −nn WW  )]1()()()[( −−+ nnndn T
WXK . (4.7) 

Since  is the output of the adaptive filter at time n based on 

the use of the filter coefficients at time n-1, the term    

inside the bracket of (4.7) is the error at time n. 

)1()( −nnT
WX

)1()()( −− nnnd T
WX

              )1()()()( −−= nnndne T
WX . (4.8) 

Consequently, (4.7) is simplified to 

                    )1(=)( −nn WW  )()( nenK+ .  (4.9) 

(4.3), (4.4) , (4.8), and (4.9) constitute the RLS algorithm. 
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SUMMARY OF RLS ALGORITHM 

 

1. Compute the filter output:   

                    . )1()()( −= nnny T
WX  

2. Compute the error  

                    )()()( nyndne −= .  

3. Compute the Kalman gain vector :  

                    
)()1()(

)()1(
)(

1

1

nnn

nn
n

T
XRX

XR
K

−+
−

= −

−

λ
.  

4. Update the inverse of the correlation matrix 

( )                    )1()()()( 111 −⋅−= −−− nnnn T
RXKIR λ .  

5. Update the coefficient vector of the filter 

                    )1(=)( −nn WW  )()( nenK+ .  
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Initial conditions and choice of forgetting factor 

� The initial values of )0(R  and  are usually chosen to be a 

constant multiple of the identity matrix and the zero vector.   

)0(W

� The forgetting factor λ  controls the effective amount of data used in 

the averaging and hence the degree to which the algorithms can track 

variations in signal characteristics.   

� It also controls the variance of the long-term estimate.  The closer the 

value of λ  is to the value one, the lower will be the mis-adjustment 

factor of the RLS algorithm.  Its tracking ability, however, will also be 

slower.  This is known as the bias-variance trade-off problem. 

� It can be shown that the RLS algorithm always converges for 10 << λ , 

if implemented exactly (numerical error can cause the algorithm to 

diverge). 
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Arithmetic complexity and numerical errors 

� 

3

� 

� 

� 

The arithmetic complexity of the RLS algorithm is  instead of  

 for direct inversion.   

)( 2LO

)(LO

In addition to the time recursion mentioned above, it is also possible 

to perform an order recursion in the weight vector yielding very fast 

RLS algorithms with  arithmetic complexity.    )(LO

The basic RLS algorithm and the fast RLS, however, are very 

sensitive to numerically errors.  Techniques such as error feedback 

or QR decomposition can be used to improve their numerical 

accuracies.   

Other commonly used algorithms include the transform domain LMS 

algorithm, gradient adaptive lattice, and the fast Newton algorithms.  



                                                                                                                Introduction to Adaptive Signal Processing: Dr. S. C. Chan, HKU 
 

                                                                                               

21 

 

5. CONVERGENCE ANALYSIS OF THE LMS ALGORITHM 

Assuming that the input and desired signals of the adaptive filter are 

wide-sense stochastic processes.   

Taking the expectation of both sides of the weight update equation 

                    )(*)()()1( nnenn XWW ⋅+=+ µ ,  (5.1) 

we have 

 )](*)([)]([)]1([ nneEnEnE XWW ⋅+=+ µ        

                    )](*))()()([()]([ nnnndEnE T
XWXW ⋅−⋅+= µ

                  )])([)](*)([)](*)([()]([ nEnnEnndEnE T
WXXXW ⋅−⋅+= µ

                  )])([()]([ nEnE XXd WRrW X ⋅−⋅+= µ .    

                  XrWRI dXX nE µµ +⋅−= )]([)(  ,  

(5.2) 

where )](*)([ nnE T

XX XXR =  and . )](*)([ nndEdx Xr = (5.3) 
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Here we have assumed that )(nX  and  are independent.  This 

assumption holds if 

)(nW

µ  is small, so called slow adaptation. 

It can be shown that  is Hermitian (XXR
T

XXXX )( *
RR = and it can be 

represented as 

                    UUR Λ= H

XX ,  (5.4) 

where U  is some unitary matrix with IUU =⋅ H
, Λ  is a diagonal matrix 

with diagonal elements kλ  (real), 1−0 ≤≤ Lk , equal to the eigenvalues of  

, and .   Pre-multiply (5.2) by XXR
TH *)(AA = U , one gets the following 

                    XrUWUIWU dnEnE ⋅+⋅⋅Λ−=+⋅ µµ )]([)()]1([ ,   

or equivalently 

                    UXUU rWIW ,)()()1( dnn ⋅+⋅Λ−=+ µµ ,  (5.5) 

where )]1([)( +⋅= nEn WUW  and XUX rUr dd ⋅=, . 
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Since )( Λ− µI   is a diagonal matrix, (5.5) is equivalent to a set of scalar 

equations given by 

          kdkkk nn ][)]([)1()]1([ ,UXUU rWW ⋅+⋅−=+ µµλ , 10 −≤≤ Mk . (5.6) 

� This is a first order constant coefficient difference equation, similar to a 

first order IIR filter.  It therefore convergences when  

                    1|1| <− kµλ . (5.7) 

Hence, the range of values of µ  that the LMS algorithm converges in the 

mean is 

where maxλ  is the largest eigenvalue of .  Since  is an 

autocorrelation matrix, its eigenvalues are nonnegative.  Hence an upper 

bound on 

XXR XXR

maxλ  is  

                    
max

2
0

λ
µ << , (5.8) 
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                    ,  )0()(
1

0

max xxXX

M

k

k rLtrace ⋅==<∑
−

=

Rλλ (5.9) 

where  is the input signal power that is easily estimated, and 

 for any 

)0(XXr

∑
−

=

=
1

0

)
L

k

a( kktrace A )( LL×  matrix A.  Therefore, an upper bound on 

the step size µ  is  

                    ))0(/(2 xxrL ⋅ .  

� The smaller the value of |1| kµλ− , the faster is its convergence rate.  Even 

if we choose the stepsize to be 

                    
max

1

λ
µ = ,  (5.10) 

the convergence rate of the LMS algorithm will however depend on the 

decay of the mode corresponding to the smallest eigenvalue minλ  at a rate 
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                    [ ] )(1)(
max

min

min
nuCnW

n









−≈
λ
λ

λ ,  (5.11) 

where C is a constant and  is the unit step sequence. )(nu

� Consequently, the ratio )/( maxmin λλ  (called the eigenvalue spread) 

determines the convergence rate.  If )/( maxmin λλ  is much smaller than 

unity, the convergence will be very slow.  If )max/( min λλ  is close to unity, 

the convergence rate of the algorithm is fast. 

� It is also possible to perform a mean square convergence analysis of the 

LMS algorithm to determine its mean square error as a function of the 

stepsize.  As it is rather involved, we only summary the results here: 

The total MSE at the output of the adaptive filter is  

                    µJMSEMSE += min ,  (5.12) 
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where minMSE  is the minimum MSE given by (2.8), and  is called the 

excess error due to the noisy gradient estimate and is given by  

µJ

                    ∑
−

= −−
=

1

0
2

2

min

2

)1(1

L

k k

kMSEJ
µλ

λµµ .  (5.13) 

Also, when the LMS algorithm is used to track slowly time-variant signal 

statistics, there will be an additional lagging error  due to its use of the 

estimated gradient. 

lJ

Gradient noise increases with 

decreasing stepsize, while the 

lag error increases with 

decreasing stepsize (bias-

variance tradeoff problem).  
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6. COMPARISON 

Convergence Rate 

The convergence rate of the RLS lattice-ladder algorithm is almost the 

same as the RLS direct-form FIR filter structure.  The gradient lattice 

algorithm is slightly inferior but is considerably faster than the LMS when 

the eigenvalue spread of the autocorrelation matrix is large. 
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Computational Requirements 

 

�

�

2

 The LMS algorithm requires the smallest 

number of computations.  

 The fast RLS algorithms, numerically 

unstable, are the most efficient among 

the RLS algorithms, closely followed by 

the gradient lattice algorithm, then the 

RLS lattice algorithms, and finally, the 

square-root algorithms (more stable than 

basic RLS with complexity . )(LO
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Numerical Properties 
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